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Abstract—A microgrid can be characterized by its integration of distributed energy resources and controllable loads. Such integration brings unique challenges to the microgrid management and control which can be significantly different from conventional power systems. Therefore, a conventional energy management system (EMS) needs to be re-designed with consideration of the unique characteristics of microgrids. To this end, we propose a microgrid EMS named a microgrid platform (MP). We take into account all the functional requirements of a microgrid EMS (i.e., forecast, optimization, data analysis, and human-machine interface) and address the engineering challenges (i.e., flexibility, extensibility, and interoperability) in the design and development of the MP. Moreover, we deploy the prototype system and conduct experiments to evaluate the microgrid management and control in real-world settings at the UCLA Smart Grid Energy Research Center. Our experimental results demonstrate that the MP is able to manage various devices in the testbed, interact with the external systems, and perform optimal energy scheduling and demand response.

I. INTRODUCTION

A microgrid is a low-voltage distribution network consisting of a variety of energy components including distributed energy resources (DERs) and controllable loads\(^1\) [1]. With these components, a microgrid can either be connected to the grid (i.e., grid-connected mode) or use the DERs to supply the loads without the grid (i.e., islanded mode). Integrating DERs and controllable loads within the distribution network introduces unique challenges to the microgrid management and control which are implemented by an energy management system (EMS). A microgrid EMS can be significantly different from the EMS used in conventional power systems due to these challenges.

To understand the challenges, Su and Wang [2] discussed the role of EMS in microgrid operations and listed four essential functionalities that a microgrid EMS must support: forecast, optimization, data analysis, and human-machine interface (HMI). Due to the importance of EMS in power systems, many EMS frameworks [3]–[6] have been investigated in the literature. While these previous studies focused on different issues in EMS, they commonly suffer from engineering challenges that must be taken into account when designing an implementable microgrid EMS.

First of all, intermittency and variability of DERs (e.g., PVs and WTss) and spatiotemporal uncertainty in controllable loads complicate the microgrid management, which the EMS must be able to cope with. Next, a microgrid triggers a number of new applications (e.g., demand response (DR), coordinated EV charging, vehicle-to-grid (V2G), etc.) and innovative control algorithms [7], [8]. The EMS must be able to interface with them seamlessly. Last but not least, a microgrid instruments a number of energy components. But, most of them still use proprietary protocols and cannot interoperate with each other [3]. The EMS must handle the heterogeneity and achieve interoperation. A microgrid EMS can be implemented to perform efficient management and control only when overcoming the engineering challenges and satisfying aforementioned functional requirements. Unfortunately, few previous works have accomplished both of them.

To solve the problems, this paper proposes a microgrid EMS named a microgrid platform (MP). Moreover, we deploy the prototype system and conduct experiments in real-world settings at the UCLA Smart Grid Energy Research Center (SMERC)\(^2\). The contributions of this paper are three fold:

1. We design a microgrid EMS with consideration of both the functional requirements and the engineering challenges. It achieves flexibility for the dynamics and uncertainty, extensibility for the variety of emerging applications, and interoperability for the heterogeneity.

2. We implement a microgrid EMS prototype named a MP. The MP is flexible and extensible in the sense that it supports plug-and-play of DER devices, loads, and functionalities by adopting a resource-oriented architecture (ROA) [9] that abstracts energy components as resources. The interoperability is realized via energy service interfaces (ESIs) [10].

3. We deploy the prototype system in our testbed and conduct experiments to evaluate the microgrid management and control. The MP receives the market information and automated demand response (ADR) signals from the utility as well as communicates with various types of DERs and loads. Our experimental results demonstrate that the MP is able to perform optimal energy scheduling and DR.

\(^1\)Examples of DERs include photovoltaics (PVs), wind turbines (WTs), fuel cells, combined heat and power (CHP), and energy storage systems. Examples of controllable loads include heating, ventilation, and air conditioning (HVAC) systems and electric vehicles (EVs).

\(^2\)http://smartgrid.ucla.edu/
The rest of the paper is organized as follows. We review
the functionalities of a microgrid EMS and address the design
issues in Section II. The MP is implemented and illustrated
in Section III. We install the MP prototype at the UCLA SMERC
and conduct experiments on optimal energy scheduling and
DR in Section IV. Conclusions are given in Section V.

II. MICROGRID MANAGEMENT

This section discusses the design issues of an EMS for
emerging microgrids - both functional requirements and engi-
neering challenges. A microgrid EMS monitors and controls
the DERs and the loads for the optimal operation. It interacts
with various DERs and loads as well as external systems for
utility information and weather forecast. Fig. 1 shows the role
of a microgrid EMS. We refer to [2] for details.

A. Forecast

The EMS uses the historical data and other inputs (e.g.,
weather) to forecast the DERs, the loads, and the market. The
forecast is preformed on different time scales (e.g., day-ahead,
hour-ahead, etc.). The forecast data is used as the input for
the optimization. Therefore, the accuracy of the forecast is
crucial for the EMS to balance supply and demand in the
microgrid. Forecast is challenging in a microgrid setting due
to the inherent intermittency and variability of DERs (e.g.,
PVs and WTs) and the spatial and temporal uncertainty in
controllable loads (e.g., EVs). Various forecast methods [11],
[12] have been proposed in the literature.

B. Optimization

Optimization is the brain of the EMS. It optimizes the
power flows in the microgrid by adjusting the dispatchable
DERs, the controllable loads, and the power imported/exported
from/to the grid. Different optimizations are performed for
different applications (e.g., energy/power management, DR,
coordinated EV charging, V2G, etc.). Those applications are
typically formulated as non-linear optimization problems with
different objectives. Extensive algorithms have been proposed
for energy/power management, DR, coordinated EV charging,
and V2G in microgrids [7], [8].

C. Data Analysis

The historical and forecast data of the DERs, the loads, and
the market are used for analysis in the EMS. The data analysis
can provide insights to better understand the characteristics of
the DERs, the loads, and the market, which can then be utilized
to adjust the forecast and the optimization models for better
performances. It is also useful for the microgrid operator to
design control policies for new applications.

D. HMI

The EMS provides a HMI for real-time monitor and control
of the microgrid. The HMI is also the interface for the
microgrid operator to interact with other modules in the EMS.
Useful information rather than raw data should be provided
[13] by means of data visualization, archiving, etc. It should
also allow more customer interactions [2].

E. Communications

A microgrid is a distributed system consisting of heteroge-
neous types of energy components using proprietary protocols
[3]. The EMS must be able to interact with them in an inter-
operable manner. It is also responsible for interoperating with
external systems outside the microgrid - the EMS translates
the information delivered from the external systems to internal
semantics and protocols.

The communication interface in the microgrid EMS must
be extensible, indicating that it can be easily extended to
support emerging functionalities. New applications such as
coordinated EV charging and innovative algorithms such as
various forecasts and optimizations have been introduced to
cope with the challenges brought by the introduction of DERs
and controllable loads. Thus, it is critical that the EMS is
able to adopt such new applications and algorithms without
affecting the existing functionalities.

III. IMPLEMENTATION

In this section, we introduce the implementation of a mi-
icrogrid EMS with consideration of the design issues discussed
in the previous section. We describe the system architecture,
the microgrid testbed, and the microgrid control.

A. System Architecture

In this paper, we propose a microgrid EMS, named a
MP, taking into account the requirements discussed in the
previous section. We implement it in a ROA style [9] that
abstracts energy components in a microgrid in the form
of resources. Resources have well-defined interfaces, which
enables the MP to support plug-and-play of DERs, loads, and
functionalities. The ROA provides advantages over a service-
oriented architecture (SOA) in previous works [3]–[6]: (i)
best fit for “linking and referring” to energy resources, thus
maximizing the interactivity efficiency in the EMS and (ii) more lightweight without complicated interface description.

More technically, the MP fulfills the interoperability via ESIs [10] to interact with DERs, loads, and external systems. In the ESI, energy data is represented in open building information exchange (oBIX)³ or IEC 61850⁴. It is then exchanged using the web service model in the representational state transfer (REST) style [9]. The resource centric security (RCSec) [14] is carried out on action levels (i.e., read, write, and invoke). An illustration of the overall MP architecture is shown in Fig 2.

B. Microgrid Testbed

There are a number of DERs and loads connected to the MP on the customer side. Several grid services are also implemented in the testbed for experiments.

1) Customer Side: The DERs and loads connected to the MP testbed at the UCLA SMERC include smart submeters, smart appliances, EVs, PVs, and batteries as shown in Fig. 3.

Smart submeters provide fine-grained measurement and control of energy usage. We use two types of smart submeters: smart plugs and smart power strips in the testbed to monitor and control (i.e., on/off) the plug loads in the lab including computers, laptops, desk lamps, and network switches. The submeters communicate with the MP using ZigBee.

We also deploy smart appliances which provide interfaces to control the operations including LED lights, a cloth dryer and a refrigerator. We have dimmable LED lights which can change brightness and color. The LEDs use ZigBee to communicate with the MP. For the scalability test, we additionally simulate 200 LEDs which operate exactly the same as the real device (brightness, temperature, and power consumption). The MP connects with the dryer and the refrigerator using Ethernet. The dryer provides interfaces to change the operation mode (high heat, low heat, or no heat) and turn on/off. The refrigerator can adjust the operating cycles of the compressor, the defrost, and the fan. Both the dryer and the refrigerator have submeters to measure the power consumption.

The UCLA SMERC is developing a smart EV charging infrastructure⁵ on campus which supports charging rate control and serving multiple EVs by power multiplexing using J1772 connectors⁶. The charging stations are connected with a control center which monitors and controls the EV charging using 3G technologies. The MP communicate with the EVs via the control center. Due to the low penetration of EVs, we simulate two EV charging stations (level 1 and level 2) based on the real data in the MP for experiments.

The MP is also connected to a PV panel and a battery energy storage system (BESS) in our lab. We are currently installing a 50kW PV system on the roof and a 25kWh BESS in the lab. This version of the testbed implements the PV and the BESS using the simulated data that following the specifications of the real devices. The simulated PV and BESS communicate with the MP using the IEC 61850 standard. The details of the simulators can be found in our previous paper [15].

The MP provides two data interfaces for the DERs and the loads in the microgrid. They are (i) historical energy data (e.g., active/reactive power, voltage, current, frequency, etc.) for a given period of time; and (ii) forecast data which are the outputs of the corresponding forecast methods. The historical data and the forecast data can be further analyzed using data visualization in the web interface.

2) Grid Side: Several services on the grid side are implemented and utilized in our testbed including ADR, market information (i.e., day-ahead pricing, hour-ahead pricing, and real-time pricing), and weather forecast.

We implement and deploy an OpenADR server (DRAS) that provides the ADR service to the MP. The market information and weather forecast are provided by a server which fetches the data from the California Independent System Operator (CAISO)⁷. The server obtains three types of retail market prices from CAISO: day-ahead pricing which gives the day-ahead price of every hour, hour-ahead pricing which gives the hour-ahead price of every 15 minutes, and real-time pricing which gives the 10-minute-ahead price of every 5 minutes. The server also gets the weather forecast from CAISO.

3) Web Interface: The MP provides a web interface as shown in Fig. 4 for real-time monitor and control of the microgrid as well as for the user to interact with the MP. The real-time monitor and control are realized via the real-time data and control services provided by the MP to read real-
time measurements and send control commands to the DERs and the loads. The web interface provides different forms of data visualization (i.e., tables and interactive graphs) to show the data including the real-time/forecast/historical data of the DERs, the loads, and the market.

C. Microgrid Control

The MP implements two algorithms for the optimal operation of the microgrid: an energy scheduling algorithm and a DR algorithm. The MP provides forecast services of the DERs and loads for optimization. Specifically, it uses a persistence model for load forecasting, an auto regressive moving average (ARMA) model for PV forecasting [11], and a machine learning model for EV forecasting [12]. The market forecast services are implemented using the forecast data from the CAISO.

Now we present the system model of the microgrid and formulate the energy scheduling and DR as optimization problems.

Let us consider a microgrid consisting of a set of distributed generation (DG) units denoted by $G := \{g_1, g_2, \ldots, g_G\}$, distributed storage (DS) units denoted by $B := \{b_1, b_2, \ldots, b_B\}$ and controllable loads denoted by $L := \{l_1, l_2, \ldots, l_L\}$. We use a discrete time model with a finite horizon in this paper. We consider a time period or namely a scheduling horizon which is divided into $T$ equal intervals $\Delta t$, denoted by $T := \{0, 1, \ldots, T-1\}$, where $t_0$ is the start time.

**DG Model:** For each DG unit $g \in G$, we assume that there is an upper bound and a lower bound on its power:

$$p_{g}^{\text{min}}(t) \leq p_g(t) \leq p_{g}^{\text{max}}(t), \forall t \in T,$$

where $p_{g}^{\text{min}}(t)$ and $p_{g}^{\text{max}}(t)$ are the minimum and maximum output power, respectively. If the DG unit is dispatchable (e.g., diesel), the output power $p_g(t)$ is a variable. If the DG unit is non-dispatchable (e.g., PVs and WTs), the output power $p_g(t)$ cannot vary and its value is equal to the forecasted value (i.e., $p_{g}^{\text{min}}(t) = p_{g}^{\text{max}}(t) = p_g(t)$ where $p_g(t)$ is the forecasted power at time $t$).

We denote the generation cost of a DG unit $g \in G$ by $C_g(p_g(t))$. We assume that the cost function is strictly convex. For renewable DG units such as PVs and WTs, the generation cost is zero.

**DS Model:** We consider batteries as the DS units in the microgrid. Given a battery $b \in B$, we assume its output power $p_b(t)$ is positive when charging and negative when discharging. Let $E_b(t)$ denote the energy stored in the battery at time $t$. The battery can be modeled by the following constraints:

$$p_{b}^{\text{min}} \leq p_b(t) \leq p_{b}^{\text{max}}, \forall t \in T,$$

$$E_b(t + 1) = E_b(t) + p_b(t)\Delta t, \forall t \in T,$$

$$E_{b}^{\text{min}} \leq E_b(t) \leq E_{b}^{\text{max}}, \forall t \in T,$$

$$E_b(t_0 + T) \geq E_{b}^{\text{min}},$$

where $p_{b}^{\text{max}}$ is the maximum charging rate, $-p_{b}^{\text{min}}$ is the maximum discharging rate, $E_{b}^{\text{min}}$ and $E_{b}^{\text{max}}$ are the minimum and maximum allowed energy stored in the battery, respectively, and $E_{b}^{\text{min}}$ is the minimum energy that the battery should maintain at the end of the scheduling horizon.

We model the cost of operating a given battery $b$ as [16]:

$$C_b(p_b) \triangleq \alpha_b \sum_{t \in T} p_b(t)^2 - \beta_b \sum_{t = 0}^{T-2} p_b(t + 1)p_b(t) + \gamma_b \sum_{t \in T} \left( \min(E_b(t) - \delta_b E_{b}^{\text{max}}, 0) \right)^2 + c_b,$$

where $p_b$ is the charging/discharging vector $p_b \triangleq (p_b(t), t \in T)$, $\alpha_b$, $\beta_b$, $\gamma_b$, $\delta_b$, and $c_b$ are positive constants.

The above function is convex when $\alpha_b > \beta_b$. This cost function captures the damages to the battery by the charging and discharging operations. The three terms in the function penalize the fast charging, the charging/discharging cycles, and the deep discharging, respectively. We choose $\delta_b = 0.2$.

**Load Model:** For each load, the demand is constrained by a minimum and a maximum power denoted by $p_{l}^{\text{min}}(t)$ and $p_{l}^{\text{max}}(t)$, respectively:

$$p_{l}^{\text{min}}(t) \leq p_l(t) \leq p_{l}^{\text{max}}(t), \forall t \in T.$$

For deferrable loads such as EVs, the cumulative energy consumption of the loads must exceed a certain threshold in order to finish their tasks before deadlines [16]. Let $E_{l}^{\text{min}}$ and $E_{l}^{\text{max}}$ denote the minimum and maximum total energy that the load is required to consume, respectively. The constraint on the total energy consumed by a deferrable load is given by:

$$E_{l}^{\text{min}} \leq \sum_{t \in T} p_l(t)\Delta t \leq E_{l}^{\text{max}}.$$

We use a utility model to capture customer preference in the scheduling. The utility function $U_l(p_l)$ quantifies a customer’s benefit or comfort obtained by the load $l \in L$ using the demand vector $p_l \triangleq (p_l(t), t \in T)$. We assume the utility function is a concave function.

**Supply-demand Matching:** The net demand of the microgrid is equal to the total demand minus the total generation:

$$P(t) = \sum_{l \in L} p_l(t) + \sum_{b \in B} p_b(t) - \sum_{g \in G} p_g(t), \forall t \in T.$$

If the microgrid is operated in islanded mode, then $P(t) = 0$. If the microgrid is operated in grid-connected mode, then $P(t)$ is the power traded between the microgrid and the main grid. We model the cost of energy purchase from the main grid as $C_b(t, P(t)) \triangleq \rho(t)P(t)\Delta t$, where $\rho(t)$ is the market energy price. Note that $P(t)$ can be negative meaning that the microgrid can sell its surplus power to the main grid.

1) Energy Scheduling: The objective of the energy scheduling is to schedule the day-ahead operation of the DERs and the loads such that (i) the total load utilities are maximized, (ii) the total costs of generation and energy purchase are minimized, and (iii) the DER constraints, the load constraints, and the supply-demand matching constraint are satisfied. The scheduling horizon $T$ in this problem is one day.

We define $p_g \triangleq (p_g(t), t \in T)$, $p_b \triangleq (p_b(t), t \in T)$, $p_l \triangleq (p_l(t), t \in T)$, and $C_g(p_g) \triangleq \sum_{t \in T} C_g(p_g(t))$. The energy
scheduling in the microgrid can be formulated as a convex optimization problem [17]:

\[
\max_{p_g, p_b, p_L} \xi_1 \sum_{i \in L} U_i(p_i) - \xi_2 \sum_{g \in \mathcal{G}} C_g(p_g) - \xi_b \sum_{b \in \mathcal{B}} C_b(p_b) \\
-\xi_0 \sum_{t \in T} C_0(t, P(t))
\]

\[
s.t. \quad (1) - (9),
\]

where \(\xi_1\), \(\xi_2\), \(\xi_b\), and \(\xi_0\) are the parameters to trade off among the utility maximization and the cost minimizations.

Solving the problem gives the optimal schedules including the generation schedules \(p_g\), the battery schedules \(p_b\), and the load schedules \(p_L\).

2) DR: The microgrid EMS can receive DR events issued by the utility and it must be able to coordinate the operation of the devices in the microgrid in order to respond properly. A DR event can be characterized by a time schedule \(T\) which specifies the start time and the end time and a demand limit \(P_{\text{max}}(t)\) which can be determined from the event information. The DR constraint on the net demand of the microgrid is given by:

\[
P(t) \leq P_{\text{max}}(t), \forall t \in T.
\]

Similar to the day-ahead scheduling problem, the DR problem can be formulated as a convex optimization problem:

\[
\max_{p_g, p_b, p_L} \xi_1 \sum_{i \in L} U_i(p_i) - \xi_2 \sum_{g \in \mathcal{G}} C_g(p_g) - \xi_b \sum_{b \in \mathcal{B}} C_b(p_b) \\
\]

\[
s.t. \quad (1) - (10).
\]

In the above problems, the control variables are assumed to be all continuous. However, some of them may be discrete in reality (e.g., on/off). A two-stage approach [18] can be used to solve this issue. In the first stage, a solution is obtained assuming that all the control variables are continuous. Then, the discrete variables are rounded to the nearest discrete levels and treated as constants in the second-stage solution.

IV. EXPERIMENTS

To test the effectiveness of the MP, we conduct various experiments to evaluate the microgrid management and control in the testbed. We present the results of the optimal energy scheduling and DR in this section. Refer to [10] for our previous results.

A. Energy Scheduling

We consider the day-ahead scheduling of the PV panel, the battery, the plugloads (including the refrigerator), the dimmable LEDs, and the EVs in the testbed. The PV is a 5kW simulator using the model in [15] and data from the solar resources and meteorological assessment project (SOLARMAP)\(^8\). The maximum energy allowed to be stored in the battery \(E_{b\text{max}}\) is 20kWh and we set \(E_{b\text{min}} = 5\text{kWh}\). The maximum battery charging/discharging rate is 3kW. We set \(E_b(t_0) = E_b^c = 5\text{kWh}\). The parameters in the battery cost function are chosen to be \(\alpha_b = 1\), \(\beta_b = 0.75\), and \(\gamma_b = 0.5\). We choose \(U_i(p_i(t)) = \sum_{t \in T} -\eta_i(p(t) - p_i^f(t))^2\) for the plugloads and the LEDs and \(U_i(p_i(t)) = \eta_i(\sum_{t \in T} p_i(t)\Delta t)\) for the EVs, where \(p_i^f(t)\) is the forecasted load and \(\eta_i\) is the priority of the load given by the customer. The higher the priority is, the more important the load is to the customer. The maximum charging rate is 1.4kW for level 1 EV charging and 2.9kW for level 2 EV charging. In our experiment, we assume that the plugloads cannot be shedded, the LEDs can be shedded, and the EVs can be shifted. Perfect forecasting of the DERs and loads is assumed. We use the day-ahead market price from the CAISO in the experiment. The parameters are chosen as \(\xi_1 = 1\), \(\xi_2 = 1\), \(\xi_b = 0.01\), and \(\xi_0 = 1\).

We conduct the energy scheduling experiment for March 27th, 2014. Fig. 5 shows the day-ahead price. Fig. 6 shows the comparison of the forecasts and the day-ahead schedules. From the figures, we can see the battery charging/discharging cycles: the battery is charged when the energy price is low and discharged when the price is high. We can also observe load shedding and load shifting from the results: the LEDs are shedded and the EVs are shifted to the time periods when the price is low. The total operational costs of the testbed using the schedules are 367.62¢ compared with 564.07¢ without scheduling, saving the costs by \(\frac{564.07 - 367.62}{564.07} = 34.83\%\).

\(^8\)http://www.nrel.gov/midc
We consider a DR where the MP changes the demand in response to the real-time energy prices. In order to focus on the DR effect, we pick only the dimmable LEDs to participate in the DR. The DR optimization can then be simplified as a problem to be solved at each time $t$:

$$
\max_{p_l(t)} \sum_{l \in \mathcal{L}} -\eta_l (p_l(t) - p_l^f(t))^2
$$

s.t. \hspace{1cm} p_l^\text{min}(t) \leq p_l(t) \leq p_l^\text{max}(t), \forall l \in \mathcal{L}, \sum_{l \in \mathcal{L}} p_l(t) \leq P_{\text{max}}(t),
$$

where $\mathcal{L}$ includes only the LEDs and $p_l^f(t)$ corresponds to the brightness preferred by the customer. In our DR experiment, $P_{\text{max}}(t)$ is defined as a linear piecewise function which translates the real-time price $\rho(t)$ from the CAISO to the maximum allowed total power:

$$
P_{\text{max}}(t) = \begin{cases} 
\sum_{l \in \mathcal{L}} p_l^f(t), & \rho(t) < 6 \text{ c/kWh} \\
0.8 \sum_{l \in \mathcal{L}} p_l^f(t), & 6 \text{ c/kWh} \leq \rho(t) < 10 \text{ c/kWh} \\
0.7 \sum_{l \in \mathcal{L}} p_l^f(t), & 10 \text{ c/kWh} \leq \rho(t) < 14 \text{ c/kWh} \\
0.6 \sum_{l \in \mathcal{L}} p_l^f(t), & \text{otherwise}
\end{cases}
$$

The LEDs are assumed to be equally deployed in four offices with different priorities ($\eta_l = 5, 10, 15, 20$). The brightness of the LED can be dimmed within the range $[0, 100]$. The minimum, maximum, and preferred brightness are set to 20, 100, and 80, respectively. The DR algorithm is implemented as a web service using JOptimizer. It is able to accept DR signals from the DRAs and sends out control signals to the LEDs via the MP.

We conduct the DR experiment on March 27th, 2014. The real-time price, the total power consumption, and the power consumption by each priority group are shown in Fig. 7. From the figure, we can see that the MP is able to reduce the total power consumption in response to the price changes. The demand reduction is based on priority where the devices with lower priorities reduce more than those with higher priorities.

V. CONCLUSIONS

In this paper, we propose a microgrid EMS named a MP, taking into account both the functional requirements and the engineering challenges. The MP is flexible and extensible in the sense that it supports plug-and-play of DER devices, loads, and functionalities by adopting a ROA. The MP fulfills the interoperability via ESIs. We develop and deploy the prototype system in the testbed at the UCLA SMERC and conduct experiments to evaluate the microgrid management and control in real-world settings. Our experimental results demonstrate that the MP is able to manage various devices in the testbed, interact with external systems, and perform optimal energy scheduling and DR.
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